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• Proposed a mixed Markov formulation to model nonhomogeneous 

occupancy activities. Established a optimization based method to 

estimate model parameters 

 

• Use mixed Markov model to analyze occupant impact on energy 

consumption of certain devices. Preliminary relationship model can 

be abstracted along the way. 

 

• For multi-dimensional causal relation estimation, we proposed a 

framework using directed information estimation. 
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Occupancy activity Description A Mixed Markov Chain Model Parameter Estimation for MMC Model 

Overall approach  Main Objectives 

Causal relation estimation: Directed Information 

Use MMC to estimate occupant 

impact on a specific device Network causal relation estimation 
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Occupant behavior and related energy consumption 

are important inputs to the control and simulation of 

smart buildings. With a predictive occupant model, 

the prediction of energy consumption can be further 

refined, and the stochastic flexibility of the model 

also provide a hint for occupancy scheduling.  

Further, the estimation of the interaction between 

occupancy  behavior and device networks will not 

only give us energy consumption for each individual 

in a disaggregated manner, but also can serve as 

“characters” of certain individual, and inspire 

possible control strategies.  

 

The difficulties are the nonhomogeneous nature of  

occupant activities with time evolution, and the 

asymmetric nature of the relationship between 

Occupant behavior and devices.  

The analysis of behavioral energy profile involves 

three main modeling aspects:  

  

Dummy Chain to Capture 

Nonhomogeneous character 

• Data acquisition and further validation of the proposed 

method 

 

• Propose a prediction framework for energy 

consumption based on occupancy modeling 

 

• Establish a quantified measure for the causal network, 

variations of directed information 

 

• Exanimate the efficiency of parameter estimation 

involved in our framework 

 

• Consider control strategies with the knowledge of 

occupant activity and response model 
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Mixed Markov Chain Model  for interconnected categorical data 

Directed information estimation for causal relation  

Model predictive control for devices 

Consensus control for occupancy scheduling 

• High resolution discrete Categorical activity description 

• Enable Non homogeneous Markov Chain to model the 

transition of activities for a single occupancy 

Establish the causal relation from occupancy to appliance 

usage/device energy consumption so we can: 

• disaggregate and estimate energy consumption for each individual 

• Predict energy consumption based on occupant behavior data 

• Energy usage control based on occupant scheduling 

Model contributing 

factors and as 

“Dummy Markov 

Chains” and use 

mixed model to 

describe the chain 

of interest. 

nonhomogeneous or 

seasonal variations 

can be easily 

captured and 

described in an 

unified model instead 

of  specifying at each 

step a different 

transition probability 

matrix 

Occupancy Model 

Model individual activity as well as group dynamics 

Find possible association among occupancies 

Relation Model 

Estimate quantified relation between individual activities and 
appliance usage. Build a network model.  

Address occupant energy profile in a disaggregated way 

Device network control model 

Energy saving through occupancy scheduling 

Optimal usage of devices with occupancy constrains 

Individual  

model 

Individual  

model 

Individual  

model 

Individual  

model 

Group Dynamics 

Occupancy 

Model 

Relation Model 

Specific Device 

Specific Device 

Specific Device 

Specific Device 

Appliance 

Network 

Device Control 

Occupancy 

Scheduling 

Activity Description 

1 Away 

2 Sleeping 

3 Cooking 

4 Dishwashing 

5 Washing 

6 TV 

7 Computer 

8 Audio 

9 Other 

• Consider interaction among occupancy and group 

dynamic  

• Preliminary estimation of relation  among occupancy 

and between occupancy and devices 

• Naturally capture the nonhomogeneous character of 

the data by adding “Dummy Chains” 

• Enable prediction from observation of related chains 
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Appliance / Person 

under 

consideration 
Weight 

of each 

chain 

Cross transition 

Probability Matrix 

Related Person/Device 

modeled as Markov Chains 

Parameter estimation for 𝑃𝑗𝑘:  frequency; Parameter 

estimation for𝜆𝑗𝑘: linear programming 

Estimation Convergence Result: sample size vs. total 

squared error 

#Sample vs. SE 

Case study: periodical  laptop states  simulated by 

MMC with time as “dummy”  chain 

24 hours laptop status with 1: off 2:sleep 3: on 
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𝑿𝒏: Device under consideration 

𝒀𝒏: Occupant activities 

𝒁𝒏: other contributing factors as dummy chains 

Simple case:  My activity determines the 

states of my laptop 
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In order to measure the causal influence from sequence 𝑋 to sequence 

𝑌 , define directed information as 

With conditional entropy defined as  

Combine two 
sequences 
together 
𝑍𝑛 = (𝑋𝑛 , 𝑌𝑛) 

For each n, use 
CTW to obtain the 
sequential 
probability  

Use sequential 
probability to 
calculate empirical 
conditional 
entropy 

Estimate directed 
information by 
difference of two 
conditional 
entropies 


